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ABSTRACT 
 
FLIM/FRET is an extremely powerful technique that can microscopically locate nanometre-scale protein-protein 
interactions within live or fixed cells, both in vitro and in vivo. The key to performing sensitive FRET, via FLIM, 
besides the use of appropriate fluorophores, is the analysis of the time-resolved data present at each image pixel. The 
fluorescent transient will, in general, exhibit multi-exponential kinetics: at least two exponential components arise from 
both the interacting and non-interacting protein. We shall describe a novel method and computer program for the global 
analysis of time resolved data, either at the single level or through global analysis of grouped pixel data. Kinetic models 
are fitted using the Marquardt algorithm and iterative convolution of the excitation signal, in a computationally-efficient 
manner. The fitting accuracy and sensitivity of the algorithm has been tested using modelled data, including the addition 
of simulated Poisson noise and repetitive excitation pulses which are typical of a TCSPC system. 
We found that the increased signal to noise ratio offered by both global and invariance fitting is highly desirable. When 
fitting mono-exponential data, the effects of a ca.12.5 ns (ca. 80 MHz) repetitive excitation do not preclude the accurate 
extraction of populations with lifetimes in the range 0.1 to 10 ns, even when these effects are not represented in the 
fitting algorithm. Indeed, with global or invariance fitting of a 32x32 pixel area, the error in extracted lifetime can be 
lower than 0.4 % for signals with a peak of 500 photon counts or more. In FRET simulations, modelling GFP with a 
non-interacting lifetime of 2.15 ns, it was possible to accurately detect a 10 % interacting population with a lifetime of 
0.8 ns. 
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1. INTRODUCTION 
 
Detecting protein-protein interactions within a biological cell will lead to a greater understanding of the key 
mechanisms that regulate the fundamental processes of the cell. There is a particular advantage to locating these 
interactions both spatially and temporally when we study cells in situ and, in particular, in vivo. When these interactions 
occur, the separation distance between proteins can be of the order of a few nanometres. One experimental technique 
which is sensitive at these small scales, the so called ‘near field’, is the detection of fluorescence resonance energy 
transfer (FRET). FRET can be detected optically if the proteins are conjugated with suitable fluorophores. 
The efficiency of energy transfer between these fluorophores (coupling efficiency) varies as the inverse-sixth power of 
the distance between acceptor and donor. It is typically described in terms of the Förster radius (distance at which the 
efficiency of energy transfer is 50%), which is usually of the order 1-10 nm. The process depletes the excited state 
population of the donor reducing the fluorescence intensity and the fluorescence lifetime of the donor. The advantage of 
using donor fluorescence lifetime to detect FRET via fluorescence lifetime imaging microscopy (FLIM), is the 
independence of the measurement to fluorophore concentration and to light path length. It is therefore well suited to 
studies in intact cells1,2. Combining this with confocal or multiphoton microscopy to examine the localisation of effects 
in cellular compartments, FLIM/FRET techniques allow us to determine populations of interacting protein species on a 
point-by-point basis at each resolved voxel (volume element) in the cell3. 
Analysis of FRET between interacting proteins (i.e. intermolecular FRET) is often hampered by the dichotomy of 
interacting fraction of donor-accepter pairs. In a simple case, where all donors are bound to an acceptor, the donor 
fluorescence lifetime will have a single exponential lifetime. However, in a mixed population, where there is a 
distribution of molecular separations or unbound donor fluorophores, a multiple exponential decay kinetic is likely to be 
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observed. The presence of non-interacting species has a negative effect on the determination of FRET efficiency. A 
High FRET efficiency arising from a low concentration of interacting molecules may lead to the incorrect assumption 
that there is little or no interaction. If the protein interactions are localised to compartments below the imaging 
resolution, an averaging of the effect over the measured volume results and misinterpretation of the biological effects 
may result. Given appropriate data, analysis of the spatial distributions of fluorophores may be determined. 
Thus the key to performing accurate and reliable FRET experiments by FLIM is robust fitting to the transient 
fluorescent intensity data that enables the extraction of the parameters of interest, e.g. lifetimes. It has been shown that 
global fitting algorithms can offer advantages over fitting each pixel transient of a FLIM image individually, these are: 

• Faster computation 
• More accurate fits with poor signal-to-noise ratio 
• Better resolution of closely spaced lifetimes 

These benefits have led us to develop a fast global fitting algorithm for the analysis of multi-exponential transient data. 
The algorithm has been developed for the analysis of transient data generated by a FLIM system based on time-
correlated single photon counting (TCSPC) which has been shown to be the most sensitive and direct technique, to date, 
for the measurement of lifetimes in the nanosecond timescale. One inherent aspect of TCSPC is the repetitive pulse 
nature of the excitation light which places an upper limit on the lifetimes that can be measured (as a significant number 
of molecules may be still to emit fluorescence when the next excitation pulse arrives). To explore this effect, an 
analytical model of this effect has been developed to generate simulated TCSPC data. Using this model we have 
analyzed the performance of the new global algorithm to this type of data. 
 

2. MATERIALS AND METHODS 

3.1.  The TCSPC Model for Transient Generation 
The starting point for the model of TCSPC generated transient data was a pure exponential decay.  
If excited by a single delta function, a FRET sample may produce a signal of the form: 
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If we extend this to an nth order exponential we can generalize to any number of interacting cell populations: 
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In all cases, all the αi sum to 1.0. The excitation laser in a TCSPC system produces a repetitive pulse excitation. The 
effect of which is that some signal may be left over from the pulses that have gone before. Let the pulses be separated 
by T seconds. For the single exponential function we can simply add in this effect by adding signal that started T 
seconds ago, and 2T seconds ago etc, if we make one assumption that the measurement will be made some time, after 
the sample is exposed to the laser pulse train, that is much greater than T. 
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In general for the multiple exponential the index j can represent the contributions from previous pulses: 
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The exponential function can be written as a product of two exponentials, one of which has no j dependence: 
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There is an analytical solution to this infinite summation on j which is constant given T and τi. So we can write: 
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Several values were kept constant for all the simulated data: T = 12.2 ns (ca. 80 MHz repetition rate) and Z = 15 counts. 
A simulated instrument response function consisting of a Gaussian with a FWHM of 0.15 ns was convolved with the 
signal given by equation 6 and Gaussian noise was added with a standard deviation equal to the square root of the 
signal. This added noise approximates Poisson noise for signal amplitudes greater than 15 counts. A total signal of 10 ns 
duration was created with a delay of 2 ns before the excitation pulse to be sure to capture the rise of the transient and the 
background level before the peak of the fluorescence. 
Three dimensional image stacks were created by this method to simulate FLIM data. A new random seed value was 
used to generate the noise for each pixel transient to ensure spatially independent noise characteristics. Images were 128 
by 128 pixels in size, each pixel holding a 256-time-point 16-bit-integer transient spanning 10 ns. Mono-exponential 
and bi-exponential images were created using τ, α and I0 values that were constant within individual images. These 
images were used to analyse the performance of the algorithm by performing single pixel fits at every pixel or by 
splitting the images up into 16 32-by-32-pixel squares on which global analysis could be performed. The variation 
between these 16 patches giving an indication of the random error in the determination of global parameters. 

3.2.  Analysis of Fluorescence Lifetime Imaging Data for FRET 
Quantifying the interacting sub-population of proteins is one of the main aims of an intermolecular FRET experiment. 
FRET, when performed by fluorescence lifetime measurement of the donor species, results in data that may reflect both 
interacting and non-interacting protein populations. These two populations are distinct in their decay kinetics and 
usually a bi-exponential transient results.  
The degree of interaction between these molecules can be quantified by the FRET efficiency. This value will depend on 
the molecule separation and in general there will be a distribution of separations resulting in a complicated transient 
signal. It would be most appropriate to consider application of a complex distributed lifetime model to the experimental 
data in order to recover the distance distribution of fluorophores, as has been demonstrated by Rolinski et al.4. However, 
given the complexity of this approach, the need for extremely high photon counts to achieve statistically relevant results 
and the almost on/off nature of the 6th power dependence on separation5, we assume that only two populations of donor 
molecules are present, i.e. interacting and non-interacting populations. A bi-exponential fluorescence decay model is 
assumed in order to determine the fluorescence lifetime of non-interacting and interacting sub-populations. The data 
was fitted by iterative convolution (IC) to: 
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Where Iinstr(t) is the instrumental response, I0 the peak intensity, α1 and α2 are the fractional proportions of the lifetimes, 
τ1 and τ2 respectively. IC is the most robust method for use on data that contains a significant noise component. The 
reduced goodness-of-fit parameter, χr

2, was used5:  
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where I(tk) is the data and Ic(tk) the fit value at the kth time point, tk. n is the number of time points and p the number of 
variable fit parameters. χr

2 is minimised using a modified Marquardt algorithm and compared alongside plots for the 
weighted residuals ( ( ) ( )( ) ( )kkck tItItIR /−= ) to determine the validity of the decay model. 
In the analysis of FRET data (particularly for protein-interaction applications) there are usually two elements that must 
be considered, interacting fluorophore population and FRET efficiency. Bulk measurements of FRET efficiency (i.e. 



intensity based methods) cannot distinguish between an increase in FRET efficiency (i.e. coupling efficiency) and an 
increase in FRET population (concentration of FRET species), since the two parameters are not resolved. Measurements 
of FRET, based on analysis of the fluorescence lifetime of the donor may resolve this dichotomy when analysed using 
multi-exponential decay models. The assumption that non-interacting and interacting fractions are present allows us to 
determine both the efficiency of interaction (i.e. from τ1) and the fractional population of interacting population (i.e. α1).  

3.3.  Global Analysis of Time-domain Imaging Data 
Previously FLIM images have been analyzed by treating each pixel of the image independently, attempting to fit the 
fluorescence decay transient with a multi-exponential or stretched exponential fit. In global analysis, on the other hand, 
we assume that there are fixed lifetimes for the fluorophores across the image or between images and attempt to 
determine these global values. The most straightforward way of finding global values is to fit each transient and then to 
take an average of the fitted lifetimes, but this suffers in that no distinction is made between transients which exhibited a 
good fit (low χ2 value) and those which did not. A better method is to fit the entire data set simultaneously; this is global 
analysis6. 
In this part of the paper the mathematical and computational aspects of this analysis are outlined, with a more detailed 
treatment in appendix A. Global analysis for multi-exponential fitting, where we are attempting to find global lifetime 
values, can be made far more computationally efficient than fitting each individual transient and then averaging the 
results; an unusual case where achieving better quality results is actually faster. 
Appendix A describes our global algorithm in general terms but in order to describe the specific task of analysis of 
FLIM data, we assume that we are performing a bi-exponential fit; everything in this section applies equally to multi-
exponential fits with a different number of exponentials, with the obvious changes. Let us assume there are N transients, 
where the rth transient has data (ti, Ii

(r)); note that the time data is the same for each transient. We fit with the following 
model: 

 ( ) ( ) ( )22112121 /exp/exp,,;,; ττττ tAtAZAAZtfI −+−+==  (10) 

where we wish to fit the lifetimes (τ1 and τ2) globally, and the amplitudes (A1 = α1.I0 , A2 = α2.I0) and background (Z) 
locally. For each transient, s, and exponential order, k (k = 2 for bi-exponential), the corresponding partial derivatives 
can be calculated: 
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It is important to note that most of these values can be calculated once and then used repeatedly for each transient; in 

particular, we calculate and store the values of ( )kit τ/exp −  and ( ) ( )kik tt ττ /exp2 −  for each i and k, allowing much 

of the calculation by additions and multiplications only. This makes global analysis very efficient in this case, far more 
so than fitting each transient independently, which requires calculation of all the exponentials for each transient. 
Up to this point we have ignored the instrumental response of the apparatus. Assuming a linear response, we manage 
this by convolving the measured instrument response with the fitting function before attempting the Marquardt 
algorithm. Performing a per-transient analysis requires a computationally expensive convolution for each transient, 
however, for global analysis (since convolutions are linear) we may convolve once only with the raw exponential 
decays (mentioned above), meaning that we perform a total of only four convolutions instead of one per-transient for 
each optimisation step. Again this provides a significant computational saving. 
Finally, this algorithm can be modified in a straightforward manner for multiprocessor or distributed machines, although 
the time-savings will not necessarily be too significant: since most calculations are performed on a per-transient basis, 



this task could be distributed by transient, then gathering the data back together to determine the proposed global change 
in parameters. 

2.3.1.  Initial Parameter Estimation 
The speed of convergence of the Marquardt algorithm is dependant on the initial guess of parameter values (or starting 
values) that are fed to the algorithm. In this work we have based the starting values on a triple-integral fit to the data, 
which is performed by integrating the transient signal within 3 equal time windows. Estimated Z, I0 values and a single 
average τ value can be calculated from the 3 integrals using the rapid lifetime determination (RLD) method7. 
The global τ values are estimated by summing all the transients in the image together and firstly performing a triple 
integral fit. This provides an estimated Z, I0 and a single τest. Suitable proportions are chosen for the αi and τi values in 
multiple exponent fits (Bi-exponential fits use: α1=3/4, α2=1/4, τ1=τest, τ2=2/3.τest and Tri-exponential fits use: α1=2/3, 
α2=1/6, α3=1/6, τ1=τest, τ2=2/3.τest, τ3=1/3.τest). These are used to estimate all parameters for a Marquardt optimised fit of 
the summed data, over the whole image, which provides a good estimate of all the global variables. 
A estimate of all the local variables is then sought by performing a triple integral fit on each pixel transient followed by 
a Marquardt optimised fit. Significant time savings can be made here because suitable global τ values have already been 
determined we can calculate the exponential parts and convolve each with the instrument response in advance. 

2.5. Lifetime Invariant Fitting 
An alternative to global fitting is lifetime invariant fitting. In this method the global parameters, the lifetimes (which are 
invariant), are obtained from summing all the transients together and fitting this summed transient. The lifetime values 
obtained in this way can be compared with the results of global analysis. Since a lifetime invariant step is always the 
first step in our global analysis algorithm, we expect a global fit to never be worse than a lifetime invariant fit. 
 

3. RESULTS AND DISCUSSION 

3.4.  Comparison between Localised and Global Analyses using Modelled Data 
Data was generated using the repetitive excitation model to test the global algorithm against single pixel fits and lifetime 
invariant fits. Figure 1 shows example mono-exponential transients from the model together with example fits. 
 

 
 
We can see from figure 2 that individual pixel and global fits consistently underestimate the lifetime for values greater 
than 2 ns. This is due to the effect of repetitive excitation. Most of the fitting error occurs at the start of the transient 
because the background value has been elevated and disturbs the true form of the transient rise. If the true background 
level is known and fixed for fitting, the situation is slightly improved but we are still not able to fit the data before the 
peak of the transient. The problem can be circumvented by relaxing the requirement to fit the rise of the transient. This 
may seem counterintuitive as, if our model is correct, we would want to use as much of the data as possible but the 
effect of repetitive excitation invalidates the model. 
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Figure 1: Example mono-
exponential transients generated by 
the repetitive excitation TCSPC 
model. Transients with peak counts 
(I0) of 100, 500, 1000 and 5000 
photons are shown together with 
example Marquardt optimised fits 
(solid lines). In each case Z = 15 
counts and τ = 2.5 ns were used to 
generate the data. Note the pre-
pulse signal far above the 
background level at time<0. 
 
 



To exclude the rise of the transient the starting point of valid data (t = 0) was set to minimise the χ2 off a single 
exponential fit. This was found to be 0.36 ns after the point of steepest rise for the simulated data and just excludes the 
rise of the transient from the fit. This process has been implemented to automatically estimate this point for real data.  
Figure 3 repeats the format of figure 2 but shows the results of excluding the transient rise from the fit. We can see that 
the systematic lifetime under-estimation has been removed. Figure 3b shows that with global or invariance fitting of a 
32x32 pixel area, the error in extracted lifetime can be lower than 0.4 % for signals with a peak of 500 photon counts or 
more, over the range 0.1 – 10.0 ns (Note the change in y-scale between figures 3a and 3b). The accuracy of extracting 
the amplitude and the χ2 is shown in figure 4. The global χ2 was usually in the range 1.00 to 1.04. 
Taking this further, Figure 5 shows how at longer lifetimes and systematic error in lifetime recovery remains small but 
the random error becomes excessively large.  
Arguments could be made against the need to convolve with the instrument function if the need to fit the rise of the data 
is removed. In additional experiments it was found that without convolving the excitation function at all, the lifetime is 
always over estimated because the convolution will tend to lengthen the transient. 
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(a) Pixel Fitting (b) Global Fitting 
Figure 3: The error in lifetime recovered from simulated single exponential data by individual pixel fits (a) and by global fitting 
(b) with the rise of the transient excluded. Four plots are shown on each graph for different peak photon counts (I0). The error 
bars show the standard deviation in measurements over the 128 by 128 pixel image (a) or over 16 patches of 32 by 32 pixels (b).  
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(b) Global Fitting 
Figure 2: The error in the lifetime recovered from simulated single exponential data by individual pixel fits (a) and by global 
fitting (b). Four plots are shown on each graph for different peak photon counts (I0). The error bars show the standard deviation 
in measurements over the 128 by 128 pixel image (a) or over 16 patches of 32 by 32 pixels (b). 

(a) Pixel Fitting 
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3.5.  Simulated FRET Data 

To simulate FRET data a bi-exponential decay was modelled with τ1 equal to 2.15 ns, approximately corresponding to a 
fluorescent emission by GFP. We modelled different peak counts and different proportions of τ1 and τ2. The normal 
course of events in a lifetime FRET experiment may be to measure the lifetime of the non-interacting donor in a control 
sample. This lifetime can then be fixed as a parameter in fitting of experimental bi-exponential data. The results of 
which are used to determine FRET efficiency for example. This procedure was followed with the test data which 
resulted in Figure 6. Figure 6a demonstrates that the lifetime of the interacting population (τ2) can be accurately 
determined, with a peak photon count of 500 or more, over a range of interacting lifetimes and population sizes. An 
interacting population of 10% could be accurately characterised as long as its lifetime was below 1 ns. Figure 6b shows 
that there is a greater error in extracting the population amplitudes and indeed there was great difficulty in this if the 
lifetime of the interacting population was above 1.6 ns. 
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Figure 4: The error in the amplitude recovered (a) and global ψ2 (b) from simulated single exponential data by global fitting with 
the rise of the transient excluded. Four plots are shown on each graph for different peak photon counts (I0). The error bars show 
the standard deviation in measurements over 16 patches of 32 by 32 pixels. 
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Figure 5: The error in recovered τ from longer lifetime 
mono-exponential transients by global fitting for a peak 
photon count of 100. The error bars show the standard 
deviation in measurements over 16 patches of 32 by 32 
pixels. The modelled data included a ca. 12 ns repetitive 
excitation. 
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In order to explore the sensitivity to the fixed lifetime of the non-interacting population (τ1), figure 7 shows an example 
χ2 surface, or support plane, for a global fit of bi-exponential test data (τ1 = 2.15 ns, τ2 = 0.8 ns, α1:α2 = 6:4, I0 = 500). 
The surface demonstrates a clear single minimum at the true values, as part of a curved valley. This shows that although 
the correct value gives clearly the best fit as is to be expected, small variations in the fixed value of τ1 will also produce 
good robust results. Further studies of the support planes showed that the parameter sensitivity shifts towards the more 
dominant population, as may be expected. In real experiments where it may be difficult to determine the lifetime of the 
non-interacting population it may be useful to “restrain” the τ1 value to a range (2.0 to 2.3 ns for example). This type of 
restrained fitting allows an increased optimisation of the fit with experimental as well as control data. 
 

 

3.6.  Processing Time 
The global fitting algorithm is extremely efficient and is significantly faster the performing single fits on a per pixel 
basis. Timings were made on a 32 by 32 pixel region (500 peak count) of bi-exponential data with either global fitting 
or individual pixel fits of the same region. The results are presented in table 1. Tests were performed on two computers 
housing different processors: a Pentium® 4 by Intel® (Santa Clara, CA, USA) running at a clock speed of 2.4 GHz, and 
an AthlonTM 2600+ by AMD (Sunnyvale, CA, USA) with a clock speed of 2.1 GHz. The much lower processing time 
required by the AMD based processor is thought to be due to its increased floating-point operation performance. 

Figure 6: The error in the lifetime (a) and amplitude recovered (b) from simulated bi-exponential data by global fitting with the 
rise of the transient excluded. Six plots are shown on each graph for different ratios of interacting and non-interacting 
populations (α1:α2), I0 = 500. The error bars show the standard deviation in measurements over 16 patches of 32 by 32 pixels. 
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Figure 7: The χ2 surface, or support 
plane, for global fit of bi-exponential 
test data (τ1 = 2.15 ns, τ2 = 0.8 ns, α1:α2 
= 6:4, I0 = 500). Note the curved valley 
ranging from τ1 ≈ 3.0, τ2 ≈ 1.3 ns to τ1 ≈ 
1.8, τ2 ≈ 0.2 ns.  

 



 
 Individual pixel fits Global fit 
Intel® Pentium® 4 2.5 GHz 15 seconds 1.5 seconds 
AMD AthlonTM 2600+ 4 seconds < 1 second 

 
4. CONCLUSION 

An algorithm for the global analysis of time resolved data from a FRET experiment has been presented and its 
performance analysed. The algorithm was tested by the simulation of data with an analytical model of TCSPC generated 
signals. This model included the effect of a repetitive excitation signal and was able to generate both single and bi-
exponential transients with added Poisson noise. 
The results show that the effects of the repetitive excitation (at ca. 12 ns) preclude accurate lifetime determination if 
data before the peak of the transient is included in the fit. If this rise time is excluded, the accurate extraction of 
populations with lifetimes in the range 0.1 to 10 ns is possible, even when these effects are not represented in the fitting 
algorithm. Extracting longer lifetimes is possible but with an increasing random error. Data from a FRET experiment 
was simulated with bi-exponential transients comprising interacting and non-interacting populations. The proportion of 
interacting population was varied from 10 % to 90%, and with a lifetime varied from 0.2 to 2.0 ns, in the presence of a 
fixed lifetime non-interacting population (2.15 ns). The error in extracting the lifetime of the interacting population was 
as low as 0.4% if the transient contains a peak of more than 500 photons and its lifetime was below 1 ns. There was a 
much greater error in extracting the relative amplitudes and indeed there was great difficulty in this if the lifetime of the 
interacting population was above 1.6 ns. Future studies may show that the results may be improved by including the 
repetitive excitation in the fitting model. 
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APPENDIX A 

We begin describing global analysis by making no assumptions about the type of data being processed or the nature of 
the fitting function. We assume that we have a collection of N data sets, where the rth data set has data points (xi

(r),yi
(r)), 

with i = 1,2, …, nr. In the case of FLIM, all the measurements are made at the same time intervals, i.e. t1, t2, …, tn, so 
that we can let nr = n and xi

(r) = ti.  
Assume a fitting function of the form 

 ( )ba,;xfy =  (A1) 

where a = (a1,…,ap) are the parameters which are to be fitted globally and b = (b1,…,bp) are the parameters which are to 
be fitted locally, that is, independently for each data set. For example, f could be the bi-exponential function: 

 ( ) ( ) ( )2312132121 /exp/exp,,;,; axbaxbbbbbaaxf −+−+=  (A2) 

here, we are globally fitting the lifetimes (a1 and a2, normally called τ1 and τ2), while all other parameters are being fit 
on a per-data-set basis. 
The task is then to minimise the global χ2 value, given by 
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with b(r) being the values of the b parameters for the rth data set and σi
(r) the standard deviation of the error of the ith data 

point of the rth data set. This is now a standard problem of non-linear least squares fitting, which can be handled by the 
Marquardt algorithm. The difficulty is that we have to potentially handle a very large number of parameters; for the 
example of a bi-exponential decay we have two global parameters and three local parameters for each data set. For a 
128 x 128 pixel FLIM image, this amounts to just over 49,000 parameters. 

Table 1: Processing times for the global analysis algorithm and individual pixel fits on bi-exponential data. 



Before describing an efficient method for overcoming this obstacle, we first recall some of the key components of the 

Marquardt algorithm7; where we have a set of data (xi, yi) and we fit with a function ( )a;ixfy = . We set 
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and  
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then multiplying the diagonal elements in the matrix [αkl] by a factor 1 + λ for an appropriate λ gives us the matrix [α’kl]. 
A step of the Marquardt algorithm requires us to solve the set of linear equations 

 klkl a βδα =∑
'  (A6) 

to find the suggested change in the parameters a. Note that both [αkl] and [α’kl] are symmetric. 
In the case in point, there are two types of parameter, so there are four parts to the alpha matrix. Firstly, if both 
parameters chosen are global, we have 
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Note that every data set contributes to this sum, as ak and ak’ are parameters for each data set. Next if one parameters is 
global and another is local (and it does not matter which way around, by symmetry), we have 
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Since the first partial derivative is zero unless r = s, this reduces to a single summation 
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Finally, if both parameters are local, we have, by the same argument, ( ) ( )( ) 0,
'

' =s

k

s
k bbα  unless s = s’, in which case we 

have 
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Handling the β vector is similar but simpler, since there is only one partial derivative. We can now sketch the α matrix; 
we arrange the rows and columns so that the global variables appear first, followed by the local variables ordered by 
data set: 
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In this matrix, P contains the entries for ( )', kk aaα , where both components are global; Qs and Rs contain the entries 

for 
( )( )s
kk ba ',α  and 

( )( )'' , k
s

k abα  (note that Rs is the transpose of Rs by symmetry), and Ss contains the entries for 

( ) ( )( )s
k

s
k bb ',α . The α’ matrix is identical except that the diagonal elements have been scaled by 1 + λ, so the zero entries 

remain zero and the matrix remains symmetric. Note that the α and α’ matrices are doubly bordered block diagonal and 
have the general form: 
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Since we need to solve the equations corresponding to (A12) as the next step in our process, we can do this by taking 
the inverse of the α’ matrix (Numerical instability is not important here; essentially we are only finding an approximate 
next step for the parameters; if we are very inaccurate, this will be rejected and larger values of λ will give more stable 
matrices). The inverse is 7 
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Thus, global analysis using the Marquardt algorithm is essentially straightforward and computationally feasible, both 
from the aspect of speed and of storage. 
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